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17 ‘ 7 # 8 ~ (datainput) ’
o i & 2 4 4 172 (principal component analysis, PCA) T o= ======)| A |
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o bz = 4 & 172 (independent component analysis, ICA) 1 (time-freqﬁincyanalysis) [ it (filtering) ] £ # 5 # (resampling)
|
© 2 EAEA TR l 1B WA 4 3 wE 3
o FGoeR g oo B ' (correlation/ 4 j¢4. (denoising) (epochs, blocks:--)
I'l coherence analysis) —
s | Y (thresholding) Formmaliin
1 thresholdin izi
, Bt g g (normalizing)
1| (statistics analysis) AR ) 4 AR
| [ — l — — = = /_l L (event detecting) (pre-processing)
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(data output)
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o B4c : mip il iE (variables)
TALE &R & 2 NB £ e E(measurements) s BL TR T £ T 5

x1) x0) - x,01)

x|(2) xl(z) Xru(z)

X= :[x|(!)nx3(!)n'"sx,”(!}]

x(N) x,(N) - x,(N)
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o % B #k(variance) £ % 2 #i(covariance)

Sample covariance (unbiased estimates)

] & _ -
o, %)=~ D (x, () -X)(x,(1)-%))
— 1 =]
o % /= @ 5 H - %fcHvariance

alx;,x) o(x,x,) - O(X,X,)

m

o(x,%) 0(x,,%,) o(x,,x,

o(X)=

o(x,,x) o(x,;x,)

m2v2

O-( xm ? xm )
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* 3p B ++(correlation)

Sample correlation

> (6 (0)-F)(x, () -F)

o(x;,x;)

(N-Ds,s,

sis the standard deviation of a variable
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« Several sets of (x, J) points, with the Pearson correlation coefficient of xand yfor each set. Note that the correlation
reflects the noisiness and direction of a linear relationship (top row), but not the slope of that relationship (middle), nor
many aspects of nonlinear relationships (bottom). N.B.: the figure in the center has a slope of 0 but in that case the
correlation coefficient is undefined because the variance of Vis zero.
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{MATLAB RULE] & * COV2s CORRCOEF

For a matrix X, where each row is an observation, and each columnis a
variable, the covariance and correlation matrices can be computed as---

* help cov
» C=cov(X)
* help corrcoef

* [R, pl=corrcoef(X)
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/ % %34 +7 (MULTIVARIATE ANALYSIS)
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hidden, latent data

. 4ﬁﬁr+ﬁﬁ;(lmeartransformatlon)i‘%l%v&r?i 1% g2
o b4 B & AT

»(0) x, (1)
yg'(!) W xg'(t)
Vi (?) x, ()
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Var(x,)=0.34, Var(x,)=0.20 Var(y,)=0.53, Var(y,=0.005

1s 15
Original data Data with rotation
os | - 2 1 o5 i
o 5 Vo | et GBS
as L s i 4 o8 | 4
X
Vs =% 868 1 is ThE = o5 § (X3 1 is
X; Vi
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The "representation" is often sought as a linear transformation of the original data.
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Low redundancy

(low covariance)
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o AP E S RME L s R gL
« % & < % (diagonal elements) > #ciE Az~ D& 7425 Fn
* 24t & = % (off-diagonal elements) > #c @ 4% | D s R A (T & R&ET T 7 49 M)

-

a(y,») 0 wee 0

0 a(V,,,) 0
o(Y)= . Ts :
0 0 o o(1.,7.) Diagonal matrix
¥ittDdiEr 3 3 gL fz(eigendecomposition)!!
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\_/ \_‘/ \_/‘ Project data only using the eigemectors with largest eigemalue \‘—'/
2
A - R, |
- B EN:E -~ PC=X*eigVec(;,1) ; newX = PC, * eigVec(;,
‘ Pc2= X* elgVEC(:,Z) 05
* 3P g ¥ $ 7 demodata_L9\example_PCA.m ‘i} 0
The covariance = 061544 The covariance of new X = 0.63991
2 0.5 13
) The co»snam.:e =0.61544 . Pméect data using .Full eugfenmctofs. The :nvana.nce = 1.356%e-016 5 original X A NeW X
15 Original X - 15 Principal components ! = sl
1+ 1! 5i ‘2-2 -1 0 1 2
o Project data only using the eigeﬁ-oc:crs with smallest eiganalue o
0.5 0.5¢ 2
5
o0 <~ 0 PG, Eiad
0.5 05 g 1 4
-1t 1 2 o 15
2 - 0 1 2 oo as el 0.5 0 0.5
1.5 1.5 Xy & X
0.5
% 1 0 1 2 2% 1 0 1 2 ﬁ {;‘] %ﬁ, HH . )
Xy ¥4
5
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_ [IMATLAB RULE] i * PRINCOMP

* help princomp
« [eigenVec, PC, eigenVall=princomp(X);
« Xis an N-by-P data matrix with N observations and P variables.
- eigenVec: eigenvectors of cov(X)
- eigenVal: eigenvalues of cov(X)
« PC: principal components of X
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* 3B ki 4 idemodata_L9\test_PCA_princomp.m ;
: 0.2 04 08 0.8 1 .-1 2 14 16 1.8
Q
: .c.z 04 06 08 1 12 14 .15 18
Q
+ = ! ..uz 04 08 08 1 12 14 18 18
1 . v__ ¥ W
o 02 0.4 06 08 1 1.2 14 16 18
S

0z 04 06 08 1 1.2 14 16 18

* 3Bk fdemodata_L9\test_ PCA_SVD.m (€% fi&eh AT @ 4T Lh i)
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i/w # UNCORRELATED 2 INDEPENDENT |2

Original components Principal components

02 04 08 08 1 12 14 18 18 2
o A A ek

INDEPENDENT COMPONENT ANALYSIS, ICA
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x(0)=0.75(1)+0.2s5,(6)+0.1s5 | o psPCA3 = > P 3 2% KFRGEAR > P LETAAREAES 2
x,(1)=0.3s,(¢)+0.4s,(¢) +0.3s, ERELE I NN e A N B

x;(2) =0.1s,(¢) +0.2s, (1) + 0.7,

o Bk
o WIRSTRAL B b R
¥, x,(1) 5,(1)

L

1

4 o & B3R EHA F L 2LF #14 F (non Gaussian)
X, (1) A s, (1)

P : : W
X ({) \ m k
1

(4ot ¥ ffgm et b > 23 5o b 82 A hEESE)

() ﬁ A is the mixing matrix L o
2 o i fER NGRS f g o
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2 4&*2 7 32 (CENTRAL LIMIT THEOREM) < DR R SrAe R .
c BBAFAAF DR G Rfo o HR{AELSDLF gAFw FRILF o « Kurtosis = 0 9 Gaussian 2 —
N N _ . . f 1.2
. ‘%‘LF&Q JL T Eﬁ T demodata_LQ\test_Cenlelt.m ° Kurt°S|S > 0 -> Super-Gauss|an .'I I|II 0
. . . [\ -0.59376
1random variable 2random variables , 20 random variables « Kurtosis < 0 = Sub-Gaussian [\ _q
| | | oaf - I T I , f ll\ =1.2 =
(1 11 oz I| I E(Y )4
I i 05 Ik k= - 4}:1 -3 0
‘ ) | J J 0.2
03 \ 03 I
! ! . e » ¥ * negentropy s # & £ p|i&
k=-125 | o1 k=-0.62 ° k=-0.10 PR o 1 2 3 s
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« Centering data (remove mean) pi-rl?kzv ﬁ demodata L9\test FastiCAm | _ /
! 02 0.4 06 o8 1 1.2 14 (-] 1.8
« Whitening process (sphere data) o\
 Decorrelate variables ,_ 02 04 o6 o8 1 12 14 e 1e 2
. . . [
« Scale variables so that their variance =1 E::I,:' -\ . . '
) ) 0.2 0.4 -06 c_a 1 .,1 2 1.4 ..5 1.8 2
« Optimization algorithm to maximize non-Gaussianity of each source o\ NAANNAANAAN A
0; 62 B3 05 o8 1 iz 4 18 18 2
o AR T AP A b M
Whitening + non-Gaussianity = independent 9507 04 os 08 1 12 14 15 18 2
[icasig, A, W] = fastica(X,'numOfIC',ICNo,'displayMode’,'off', firstEig',1,'lastEig’, PCNo);.
- fasticag(X)
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* 3P g3 $hiTdemodata_L9\test_FastiCA.m
2 ..4“ .r-\ .I.ﬂ‘ e -,~‘ o N
(o B WAV AVAVAVAVAUAWAWAY TR B AR B
l'.‘.' \ \‘.' \/ 4 '\I-/_' " VARV, . PCNO}HC m-}gi%’i
20 100 200 3200 400 500 60 700 800 800 1000 o |CcriE B A g F z_ 2} IH' 1‘% %ﬂt Av\ *ﬁ— % *
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http:/fwww.ym.edu.twi~cilu 11/29/2013 Lesson 9, Chia-Feng Lu 29 http:/www.ym.edu.tw/~cflu 11/29/2013 Lesson 9, Chia-Feng Lu 30
~ \ J L > ' \ / - \
</ </
) e 2 27 ¥ £ Y) psfr 2 27 ¥ £
“v2 5853 1 SURFACE EMGiU B4 ' 323 5 61 - True 5 SURFACE EMGiL 54 4 323t % 6 ‘
« 3% B 3 #hsrdemodata_L9\EMG\EMG_FastiCA.m Originaldata , | ° M e EHiTdemodata LO\EMG\EMG_FastiCA.m ICA-denoised data
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# 7demodata_L9\EMG\EMG_FastICA.m
20

/rz v¥ ez " SURFACE EMG:u 554 r,ﬁ; A= N
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* 3B fxx H 7demodata_L9\EEG_FastICA.m

HEOG IC#1, RHEQG) = 0.76207, RIVEOG) = -0.20204
|c1 L I e N o e m s 200 T 4
20 100 %
0 1 2 3 4 5 8 oM |
x 10* e | I
20 21 A
IC2 o e 1'u*'“—"l1"n%“{:“h"*—élbv-*— 000 200 400 €00 800 1000 1200 1400 1600 1800 2000 %0 200 400 600 800 1000 1200 1400 1800 1800 2000
20 VEOG IC #4, RIHEOG) = 0.08544, RVEOG) = 0.62159
0 1 2 3 4 5 8 200 5
):‘IO4
10 g g
|C3 0-Q!FFIWWwwﬂwﬁ;\ﬁﬂwmgﬁb‘“‘oa:ﬂm%mmw—miujdrgw 200! 5
! ¥ L g
2l 1 : 4 400 -10
o 2 3 5 i 0 200 400 €00 800 1000 1200 1400 1600 1800 2000 0 200 400 €00 800 1000 1200 1400 1600 1800 2000
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JEEGTS § st 34 2 P & O PCA&ICA% S %
_MEEGPe T AL PR E U 5 B s ?
* 3B ¥ 4 i7demodata_L9\EEG_FastlCA.m « A. Hyvarinen, J. Karhunen, E. Oja (2001) Independent Component Analysis.
P IC #1, RHEOG) = 0.76207, RIVEOG) = 0.20204 = before ICA John Wlley & Sons.
2t : 0 | 10
o | .. 1 b R ] S, VY |
= ! 0!
“0 20 400 600 800 1000 1200 1400 1600 1800 2000 200 200 400 600 800 1000 1200 1400 1600 1800 2000
IC #4, RHEOG) = 0.08544, R(VEOG) = 0.62159 after ICA
5 5
of 0 |
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THE END
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