MATLAB .3+ & 45 1 & "

T4 PR
FZBP A SRk EHBPLEE |
alvin4016@ym.edu.tw N

e
J .
N
http://www.ym.edu.tw/~cflu 12/277/2013 Lesson 12, Chia-Feng Lu 1

Q /

et



) "o
THAT R AT

 http://www.ym.edu.tw/~cflu
o BLiE 2 (RARFOR )
« T 5143 F TR (demodata L12.zip] - # % + /| ¥ 15KB

http://www.ym.edu.tw/~cflu 12/277/2013 Lesson 12, Chia-Feng Lu



'

http://www.ym.edu.tw/~cflu

P AE & 47

(time-frequency analysis)

/N v
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(coupling/
causality analysis) -
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(statistics analysis)
J

TR T‘%/ﬁ] a1
(data output)

N’
[ ?‘-ldﬁl » (data input)}
—— ] £ |
st (filtering) (resampling)
5 R aA wEoH
4 f¢# (denoising) | | (epochs, blocks...)
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(thresholding) (n‘;)rmalizing)
Tegn B 5 AgE
(event detectlng) - (pre-processing)
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» Hy (null hypothesis)

» H, (alternative hypothesis)

EXR(IARTY - & s
DR A MRk B R

Hoﬁﬁ HO@';'%;‘
g - AT | LK
E% H
£ g (a) (1-3)
I FE AR % = HpA4E
#=<Hg (1-a) (8)
#1543 4 0 1.SPSS for 4 4 szt

it ERRZ R R CRR
T~ ILZQZ‘% “‘i”)?

2. Principles of biostatistics, 2nd edition.

M. Pagano and K. Gauvreau. Thomson Learning, Inc.
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" ‘g‘ 4 ‘E.gtﬁ %-ﬁ ‘E_gt # %P demodata_L12\example_descriptive.m

< Central location >
o ¥ T 58 (mean)
e ¢ »#(median)

« % #ic(mode)

mean(X,dim)

median(X,dim)
[IM,F]l=mode(X,dim)

< variation>
- 2>§E(range)
- £ % (standard deviation)

range(X,dim)
std(X,dof dim)
« dof=1=> ‘%N
* dof=0-> 'z UN-T (# A F- 3 £)
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- =k gt..fb‘%‘l’ i# %P demodata_L12\example_descriptive.m

Counts

« [Count,Center]=hist(X,binNumber)

55 60
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« [Count,Center]=hist(X,binCenter)

65 70 75 80 85 90
Scores
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‘/:L i R (i X i)

« b % *tig T (two-sample t test) e ttest2(X,Y,alpha)
+ ¥ - $% +t# % (one-sample t test) « ttest(X,mean,alpha)
« = ¥k *t# T (paired-sample t test) . ttest(X1,X2,alpha)

'

VAFEREY - RAORBBFORE B
CRREEEA
VOB 3L R A STREA5 AR 2
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\/ g |
W AT = (TWO-SAMPLE T TEST) .

i# %P demodata_L12\example_2samplettest.m

* F#e =3 R R &F T - [HP]=vartest2(X,)Y,alpha)
o Yo FHE R B D>  [H,PCI,STATS]=ttest2(X,Y,alpha,'vartype','equal’)
c o3 FHHPFR KT FD « [H,PCLSTATS]=ttest2(X.Y, alpha,'vartype’,'unequal’)

c ¥ B ¥ 7 o ttest2(X,Y, 'tail','right’) (testif X>Y)

c TR HEFIDL NI LHF
=
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‘_,/él 4 & T 2 (PAIRED-SAMPLE T TEST) o

# %Pt demodata_L12\example_pairttest.m

'

o ¥ AXTEX2 « [H,PCLSTATS]=ttest(X1,X2, alpha)
c ¥ B} T o ttest(X1,X2, 'right’) (testif X1>X2)

http://www.ym.edu.tw/~cflu 12/277/2013 Lesson 12, Chia-Feng Lu 11 \J

e e )



= it
- #& * T#& = (ONE-SAMPLE T TEST) =

i# %P demodata_L12\example_T1samplettest.m

—g

« %X THEHFEMipE o [HPCLSTATS]=ttest(X, M, alpha)

s H BT e ttest(X,M, 'tail','right') (testif X>M)
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\/%ﬁﬁté\%’?(*éi B/ F]F nT 0%k i 1) Iy

« H 7]+ % 2 #4 47(one-way ANOVA)
o 7]+ %2 #4347 (two-way ANOVA)
« % 73 % B #4157 (N-way ANOVA)

c ¥R T

(posteriori comparisons, post-hoc)

anoval(X,group)

anovaZ(X,repetition)

anovan(X,{factor1 factor2 ...})

multcompare(Stats,'ctype’,'scheffe’)

VA ERY E - AR B

VERLFEA

VOB SN REAEER A AT AR o
VAR RRSOREEFAI B
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‘\/3 513 % B #&A 45 (ONE-WAY ANOVA) i

—

# 4Pt demodata_L12\example_1wayANOVA.m

c T pERATIIELRE « [p, ANOVAstats,Stats]=anoval(X,group)
X X2 PIE oY
X RN L 15 | 19 | 16 [ e (20 o B
group 1 1 2 2 2 3 3 3
e Post-hoc® & #& = « [comp,m] = multcompare(Stats,'ctype’,'scheffe’) ¢,
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‘/&‘- ¥+ % R s 7 (TWO-WAY ANOVA) =

—

# 4Pt demodata_L12\example_2wayANOVA.m

c HRTSBRFIEFHTIOHELE - [p,table,StatS]:anovaZ(Xlrep)
k£ 2 Rk S Sy factor1
o
8 repetition =2
L

cAREFIELEG LIMG 0

. 7 £ e 7 Post-hocE 1 1 % &
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\/"5 F]3 % B 84 7 (N-WAY ANOVA) =

i# %P demodata_L12\example_NwayANOVA.m wmg#F3 5 6, 2 Fng Rl ? k&

c %R TS5 BEMHTIOELE - [ptableStats]=anovan(X {factor1 factor2})
2T INAE T

X A7 | 45 | - | 48 | 49 | 47 | - | 49 | 46 | 45
(oo 1 g SN SRS N I T O I ) U [ S
factor2| 2 % 1 | 1 0 0 0
o/
e Post-hoc® {44 = « [comp,m] = multcompare(Stats,'ctype’,'scheffe’,'dimension’,dim)
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ARtk AR S FF R R AT

- (REPEAT MEASURE N-WAY ANOVA) L

S—

i# %P demodata_L12\example_rmTwayANOVA.m

demodata_L12\example_rm2wayANOVA.m

c %R TS BEMHTIOEL R [ptableStats]=anovan(X {factor1 factor2},'random’,2)

o & gﬁlh gl e s8I (upkdE RS L 6))

X PRGN 34 [ A 36 534 Eas(ERts
factor 1| 1 | T ) R B ) 3 ] e s
factor 2
(subject) 1 2 I 2 3 | ) 2
</
e Post-hoc® {44 = [comp,m] = multcompare(Stats,'ctype’,'scheffe’,'dimension’,1)
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‘/—l’r * #& Z(Chi-square Test)-#f »] % # —

S—

* if & R ¥ T (goodness of fit) « ChiSquareTest(X,alpha)
SR P e
(homogeneity of proportions)
« Jbz Mk Z(iIndependence)
 PTH R F 2k TMcNemar's - mcnemar(X,alpha)

(significance of change)
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o

s & 2 (Chi-square Test)

 [H,Pchisquare]=ChiSquareTest(X,alpha)

EE \ T

5 1 A A
N 15 11
F o 32 18

i# %Pt demodata_L12\example_chi2test.m
o 2X273|B% %
 [H,Pchisquare]=mcnemar(X, alpha)
R | x| Bk REH | B H
i 52 | 50 3 10 || #£ | 47 6
) 48 50 8 7 ey 5 8
http://www.ym.edu.tw/~cflu
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%+ %4 45 (NON-PARAMETRIC) %

'’
‘\\

i# %P demodata_L12\example_signrank.m

« Wilcoxon 5 % %4 z(signrank) < [PH,Stats]=signrank(X1,X2,'alpha’,alpha)
c RApIERALEE ¢ I TFE S0

# %P demodata_L12\example_ranksum.m

S R R U S P

VAEPIZRBEREFTELATRNITFRAS ~/
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# %P demodata_L12\example_corrtest.m

'

« Pearsonip & % #ic ¢ [R,P]=CORR(X)
« Spearman % & p i % B  [R,P]=CORR(X)Y)
WSS I « [R,P]=CORR(...,'type','spearman’)
 [R,P]=CORR(...,"'type','Kendall’)

vV B RAEFI 2B
v Pearsonip i 2 icit>t B ¥ B L AR
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i# %P demodata_L12\example_corrtest.m G
200 -
SRR RO LY EITOX,Y,N) 3
¢ Y= P(1)*XAN + P)*XA(N-1) +..+ P(N)*X + PN+1)E
=
« ¥ N=1=>Y=P(1)*X+P(2) %ﬁj 100 -
50 -
0k - - : . @0 64
0 20 40 60 80 100
SERBIEXR
=
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\/ e Ap M 2 B (INTRACLASS CORRELATION
\_/’ COEFFICIENT)

= fa7 e ] enlCC

Shrout and Fleiss convention % Name in SPSS $
ICC(1.1) One-way random single measures
ICC(1.K) One-way random average measures
ICC(2.1) Two-way random single measures (Consistency/Absolute agreement)
ICC(2.K) Two-way random average measures (Consistency/Absolute agreement)
ICC(3.1) Two-way mixed single measures (Consistency/Absolute agreement)
ICC(3.K) Two-way mixed average measures (Consistency/Absolute agreement)
VI REH LRI RANAL > 5 RRFRT 0L »E-L#B i%¢h (dependent) e
VEFR A REFAE ML 23550 3 g X REORE
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% p 4p M % B(INTRACLASS CORRELATION

Sy

“ COEFFICIENT)

i# %P demodata_L12\example_ICC.m

c ¥t - BRI FERFELEA R R
c BRAPFREY FEAPERE EOMERT) TRE RS N2 R MIFH

& 2y R
";f W |t
1 10.5 | 10.1
2 84 | 9.0
10 | 136 | 13.2

http://www.ym.edu.tw/~cflu

ICC(1,1) ICC(2,1) ICC(3,1)
23 KA One-way random | Two-way random | Two-way mixed
single measure single measure single measure
3 ;én—‘g i3 random random random
=R 13 4 | random fixed
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THE END
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Table 4

Single Score Intraclass Correlation Coefficients (ICCs) for One-Way and Two-Way Models

Definitions of ICCs
P

Formulas for calculating j Designation Interpretation of 1CC

One-way model

Case 1 model
a;

o+ ol

Row effects random

MSg — MSy, ICC(1) The degree of absolute

agreement among measure-
ments made on randomly se-
lected objects. It estimates the
correlation of any two mea-
surements.

MSR + {k - I}MSW

Two-way models*®
Case 2 model
a;

a? + (0% + ol)

or Case 2A model
ol
o; + o}

Case 2 model

o}

o} + ol + (ol + ol)

or Case 24 model

o}

ol + al+ ol

Column and row effects random (two-way random effects model)

MSg + (k — )MS;

ICC(C.1) The degree of consistency
among measurements. Also
known as norm-referenced re-
liability and as Winer's adjust-
ment for anchor points
(Winer, 1971). In generalizabil-
ity theory, this ICC estimates
the squared correlation of indi-
vidual measurements and uni-
VEISe SCOTEs.

The degree of absolute
agreement among measure-
ments. Also known as crite-
rion-referenced reliability. Esti-
mates the Type 1 ICC for
one-way, unmatched data
(Rajartnam, 1960).

MSR - MS}:
MSg + (k — 1)MS; + %{M.S‘c — MS;)

ICC(A,1)




"~

v
Column effects fixed, row effects random (two-way mixed effect model)
Case 3 model MSg — M5 ICC(C.1) The degree of consistency
ol —oil(k—-1) MSg + (k— 1)MSg among measurements
ol + (ol + o?) made under the fixed levels
of the column factor. This
or C;ase 3A model ICC estimates the corre-
o lation of any two measure-
g; + o; ments, but when interaction
is present, it underestimates
reliability.
Case 3 model MSy — MSe ICC(A,1) The absolute agreement of mea-
ol —all(k—1) k surements made under the
gl + 6 + (o + o) MSp + (k = 1)MSg + n (MSc — MSg) fixed levels of the column
factor.
or Case 3A model
o’
o} + 8+ ol

Note. MSy; = mean square for rows; MS,, = mean square for residual sources of variance; MS; = mean square error; MS; =
mean square for columns.

* In the event of data with a two-way classification for which the column variance is zero (i.e., &2 = 0 or 8 = 0, depending on the
model), a one-way model should be used. Thus even though test scores on k parallel tests can he classified by test and test taker,
he column variance by definition is zero, which means that a one-way model applies.
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Selecting an ICC v




